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Abstract

Recursive least-squares (RLS) is the ‘workhorse’ algorithm with well-appreciated merits of reduced complexity and storage requirements for online processing of stationary signals, and also for tracking slowly-varying nonstationary signals. However, RLS is challenged when in addition to noise, outliers are also present in the data due to e.g., impulsive disturbances. Existing robust RLS approaches are resilient to outliers, but require the nominal noise to be white – an assumption that may not hold in e.g., sensor networks where neighboring sensors are affected by correlated ambient noise. Pre-whitening with the known noise covariance is not a viable option because it spreads the outliers to non-contaminated measurements, which leads to inefficient utilization of the available data and unsatisfactory performance. In this correspondence, a robust RLS algorithm is developed capable of handling outliers and correlated noise simultaneously. In the proposed method, outliers are treated as nuisance variables and estimated jointly with the wanted parameters. Identifiability is ensured by exploiting the sparsity of outliers, which is effected via regularizing the least-squares (LS) criterion with the $\ell_1$-norm of the outlier vectors. This leads to an optimization problem whose solution yields the robust RLS estimates. For low-complexity real-time operation, a sub-optimal online algorithm is proposed, which entails closed-form updates per time step in the spirit of RLS. Simulations demonstrate the effectiveness and improved performance of the proposed method in comparison with the clairvoyant RLS, and its state-of-the-art robust renditions.
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I. INTRODUCTION

Online processing with reduced complexity and storage requirements relative to batch alternatives, as well as adaptability to slow parameter variations, are the main reasons behind the popularity of the recursive least-squares (RLS) algorithm for adaptive estimation of linear regression models. Despite its success in a wide range of applications, RLS is challenged by the presence of outliers, that is measurement or noise samples not adhering to a pre-specified nominal model. One major source of outliers is impulsive noise, which appears for example as double-talk in an echo cancelation setting [12]. In another application, which motivates the present contribution, outliers arise with low-cost unreliable sensors deployed for estimating the regression coefficients of a linear regression model involving also (possibly correlated) ambient noise. RLS approaches resilient to outliers are imperative in this and related applications; see e.g., [9].

Robust RLS schemes have been reported in [3], [5], [11], [12], and [15]. Huber’s M-estimation criterion was considered in [11], Hampel’s three-part redescending M-estimate was advocated in [15], and a modified Huber cost was put forth in [5]. These approaches improve upon the clairvoyant RLS when outliers are present, but they also have limitations: i) some entail costs that are not convex [5], thus providing no guarantee for achieving the global optimum; ii) the optimization problem to be solved per time step has dimensionality (and hence computations and storage) growing linearly with time; and iii) correlated nominal noise of known covariance can not be handled, which is critical for estimation using a network of distributed sensors because ambient noise is typically dependent across neighboring sensors.

To mitigate the ‘curse of dimensionality,’ [5] provides sub-optimal online recursions in the spirit of RLS, while [3] and [12] limit the effect of each new datum on the estimate, thus also ensuring low-complexity RLS-like iterations. However, all existing approaches cannot handle correlated ambient noise of known covariance. It is worth stressing that pre-whitening is not recommended because it spreads the outliers to non-contaminated measurements rendering outlier-resilient estimation even more challenging.

In this correspondence, outliers are treated as nuisance variables that are jointly estimated with the wanted regression coefficients. The identifiability challenge arising due to the extra unknowns is addressed by exploiting the outlier sparsity. The latter is effected by regularizing the LS cost with the $\ell_1$-norm of the outlier vectors. Consequently, one arrives at an optimization problem which can identify outliers while at the same time it can accommodate correlated ambient noise. Since dimensionality of this optimization problem also grows with time, its solution is utilized at the initialization stage, and provides an offline benchmark. To cope with dimensionality, an online variant is also developed, which enjoys low-complexity
and closed-form updates in the spirit of RLS. Initializing real-time updates with the offline benchmark, the novel online robust RLS (OR-RLS) algorithm is compared against RLS and the robust RLS schemes in [3] and [12] via simulations, which demonstrate its efficiency and improved performance.

II. PROBLEM STATEMENT AND PRELIMINARIES

Consider an outlier-aware linear regression model, where (generally vector) measurements \( y_k \in \mathbb{R}^{D_y} \) involving the unknown vector \( x_k \in \mathbb{R}^{D_x} \) become available sequentially in time (indexed by \( k \)), in the presence of (possibly correlated) nominal noise \( v_k \); that is

\[
y_k = H_k x_k + v_k + o_k
\]

where \( H_k \) denotes a known regression matrix, \( o_k \) models the outliers arising from e.g., impulsive noise, and \( v_k \) is zero-mean with known covariance matrix \( R_k \), uncorrelated with \( v_1 : k-1 := [v_1^T, v_2^T, \ldots, v_{k-1}^T]^T \), but possibly correlated across its own entries. The wanted vector \( x_k \) is either constant, or, varies slowly with \( k \). The goal is to estimate \( x_k \) and \( o_k \), given the measurements \( y_1 : k := [y_1^T, y_2^T, \ldots, y_k^T]^T \).

Had \( o_k \) been equal to zero or known for that matter, one could apply the RLS algorithm on the outlier compensated measurements \( y_k - o_k \). Therefore, at time step \( k \), one would solve

\[
\hat{x}_k := \arg \min_{x_k} J(x_k) := \arg \min_{x_k} \frac{1}{2} \sum_{i=1}^{k} \beta^{k-i} \| y_i - H_i x_k - o_i \|_2^2 R_i^{-1},
\]

where \( 0 < \beta \leq 1 \) is a pre-selected forgetting factor. Equating to zero the gradient of \( J(x_k) \) in (2), yields

\[
\left( \sum_{i=1}^{k} \beta^{k-i} H_i^T R_i^{-1} H_i \right) \hat{x}_k = \left( \sum_{i=1}^{k} \beta^{k-i} H_i^T R_i^{-1} (y_i - o_i) \right)
\]

or in a compact matrix-vector notation as \( \Phi_k^{-1} \hat{x}_k = \phi_k \), with obvious definitions for \( \phi_k \) and \( \Phi_k \) assumed invertible. The latter can be solved online using the RLS recursions (see e.g., [10])

\[
\hat{x}_k = \hat{x}_{k-1} + W_k (y_k - o_k - H_k \hat{x}_{k-1}) \quad (3)
\]

\[
W_k = \beta^{-1} \Phi_{k-1} H_k^T (H_k \beta^{-1} \Phi_{k-1} H_k^T R_k + R_k)^{-1}
\]

\[
\Phi_k = \beta^{-1} \Phi_{k-1} - W_k H_k \beta^{-1} \Phi_{k-1}.
\]

The challenge with \( o_k \) being unknown in addition to \( x_k \) is that (1) is under-determined, which gives rise to identifiability issues if \( J \) in (2) is to be jointly optimized over \( x_k \) and \( o_{1:k} := [o_1^T, \ldots, o_k^T]^T \). Indeed, e.g., \( o_k = y_k \) and \( x_k = 0 \) is one choice of the unknown vectors always minimizing \( J \) in (2).

The ensuing section develops algorithms allowing joint estimation of \( x_k \) and \( o_{1:k} \) (or \( o_k \) only), by exploiting the attribute of sparsity present in the outlier vectors.
III. OUTLIER SPARSITY-AWARE ROBUST RLS

To ensure uniqueness in the joint optimization over $o_{1:k}$ and $x_k$, consider regularizing the cost in (2). Among candidate regularizers, popular ones include the $\ell_p$-norm of outlier vectors with $p = 0, 1, 2$. A key observation guiding the selection of $p$ is that outliers arising from sources such as impulsive noise are sparse. The degree of sparsity is quantified by the $\ell_0$-(pseudo)norm of $o_i$, which equals the number of its nonzero entries. Unfortunately, the $\ell_0$-norm makes the optimization problem non-convex, and in fact NP-hard to solve. This motivates adopting the closest convex approximation of $\ell_0$, namely the $\ell_1$-norm, which is known to approach (and under certain conditions on the regressors coincide with) the solution obtained with the $\ell_0$-norm [4]. Different from [1], [4] that rely on the $\ell_1$-norm of sparse vectors $x_k$, the novelty here is adoption of the $\ell_1$-norm of sparse outlier vectors for robust RLS processing.

Adopting this regularization of $J$ in (2), yields

$$\
\hat{x}_k, \hat{o}_{1:k} = \arg \min_{x_k, o_{1:k}} \sum_{i=1}^{k} \beta^{k-i} \left[ \frac{1}{2} \| y_i - H_i x_k - o_i \|^2_{R_i^{-1}} + \lambda_i \| o_i \|_1 \right]. \tag{4}
$$

Besides being convex, (4) is nicely linked with Huber’s M-estimates if the nominal noise $v_i$ is white [7]. Indeed, with $R_i = I \forall i$, solving (4) amounts to solving [7]

$$\
\hat{x}_k = \arg \min_{x_k} \sum_{i=1}^{k} \sum_{d=1}^{D_i} \beta^{k-i} \rho_i(y_{i,d} - h_{i,d}^T x_k)
$$

where $y_{i,d}(h_{i,d}^T)$ denotes the $d$th entry (row) of $y_i$ (respectively $H_i$), and $\rho_i$ is Huber’s function given by

$$\
\rho_i(x) := \begin{cases} 
\frac{x^2}{\lambda_i^2}, & |x| \leq \lambda_i \\
|x|\lambda_i - \frac{\lambda_i^3}{2}, & |x| > \lambda_i 
\end{cases}.
$$

While solving (4) recovers an estimate of $x_k$, its practicality is progressively compromised with time because the number of variables to be estimated increases with $k$. In addition, (4) can not be solved recursively, and at each time instant the entire optimization should be carried out anew. This shortcoming affects Huber M-estimates too, and similar limitations have been identified also by [5] and [15]. For this reason, the offline benchmark solver of (4) will be used as a “warm-start” to initialize online methods developed in the next subsection.

A. Online Robust RLS (OR-RLS)

Since it is impractical to re-estimate past and current outliers per time instant $k$, the main idea in this section is to estimate only the most recent outliers. Consequently, the proposed OR-RLS proceeds in two steps per $k$. Given $\hat{x}_{k-1}$ from $k - 1$, the current $o_k$ is estimated in the first step via

$$\
\hat{o}_k = \arg \min_{o_k} \left[ \frac{1}{2} \| y_k - H_k \hat{x}_{k-1} - o_k \|^2_{R_k^{-1}} + \lambda_k \| o_k \|_1 \right]. \tag{6}
$$
With $\hat{o}_k$ available, ordinary RLS is applied to the outlier-free measurements $y_k - \hat{o}_k$ [cf. (3)] in the second step, which incurs complexity comparable to ordinary RLS. Clearly, (6) solves a problem of fixed dimension $D_y$ per time step; hence, it offers a practical alternative to the offline benchmark in (4).

If $R_k$ is diagonal, denote it as $\text{diag}(r_{k,11}, r_{k,22}, \ldots, r_{k,D_yD_y})$, then (6) decouples into scalar sub-problems across entries of $o_k$ as

$$\hat{o}_{k,d} = \arg \min_{o_{k,d}} \left[ \frac{(y_{k,d} - h_{k,d}^T \hat{x}_{k-1} - o_{k,d})^2}{2r_{k,dd}} + \lambda_k|o_{k,d}| \right], \quad d = 1, \ldots, D_y. \quad (7)$$

Thus, OR-RLS with white nominal noise $v_k$ amounts to simple non-iterative closed-form evaluations per time step $k$. However, when $v_k$ is colored, (6) can no longer be solved in closed form.

If $R_k$ is non-diagonal, general-purpose convex solvers such as SeDuMi can be utilized to solve (6) with complexity $O(D_y^{3.5})$ [13]. In the next subsections, two methods based on coordinate descent (CD), and the alternating direction method of multipliers (AD-MoM) are developed to solve (6) iteratively. While both are asymptotically convergent, it suffices to run only a few iterations in practice, which reduces complexity of general solvers and parallels the low-complexity of OR-RLS when $v_k$ is white.

**B. CD based OR-RLS**

To iteratively solve (6) with respect to $o_k$, consider initializing with $o_k^{(0)} = 0$. Then, for $j = 1, \ldots, J$, vector $o_k^{(j)}$ is updated one entry at a time using CD. Specifically, the $d$th entry at iteration $j$ is updated as

$$o_{k,d}^{(j)} := \arg \min_{o_{k,d}} \left\| y_k - H_k \hat{x}_{k-1} - \left[ \begin{array}{c} o_{k,1:d-1}^{(j)} \\ o_{k,d}^{(j-1)} \\ o_{k,d+d+1:D_y}^{(j)} \end{array} \right] \right\|^2_{R_k^{-1}} + \lambda_k|o_{k,d}|. \quad (8)$$

Problem (8) can be alternatively written as a scalar Lasso one, that is

$$o_{k,d}^{(j)} := \arg \min_{o_{k,d}} \frac{1}{2} \left( o_{k,d} - \gamma_{k,d}^{(j)} \right)^2 + \lambda_k|o_{k,d}| \quad (9)$$

where

$$\gamma_{k,d}^{(j)} := \frac{1}{r_{k,d,d}} \left[ \alpha_{k,d} - \sum_{i=1}^{d-1} \tilde{r}_{k,i,d} o_{k,i}^{(j)} - \sum_{i=d+1}^{D_y} \tilde{r}_{k,i,d} o_{k,i}^{(j-1)} \right]$$
C. AD-MoM based OR-RLS

To decouple the non-differentiable term of the cost in (6) from the differentiable one, consider introducing the auxiliary variable $c_k$, and re-writing (6) in constrained form as

$$[\hat{o}_k, \hat{c}_k] = \arg \min_{o_k, c_k} \left[ \frac{1}{2} \| y_k - H_k \hat{x}_{k-1} - o_k \|_{R_k}^2 + \lambda_k \| c_k \|_1 \right]$$

subject to $o_k = c_k$.

The augmented Lagrangian thus becomes

$$\mathcal{L}(o_k, c_k, \mu) = \frac{1}{2} \| y_k - H_k \hat{x}_{k-1} - o_k \|_{R_k}^2 + \lambda_k \| c_k \|_1 + \mu^T (o_k - c_k) + \frac{\kappa}{2} \| o_k - c_k \|_2^2$$

where $\mu$ is the Lagrange multiplier, and $\kappa$ is a positive constant controlling the effect of the quadratic term introduced to ensure strict convexity of the cost. After initializing with $c_k^{(0)} = \mu^{(0)} = 0$, AD-MoM recursions per iteration $j$ (see e.g., [2]), in the present context amount to

$$o_k^{(j)} = (R_k^{-1} + \kappa I)^{-1} \left( R_k^{-1} (y_k - H_k \hat{x}_{k-1}) + \kappa c_k^{(j-1)} + \mu^{(j-1)} \right) \quad (10a)$$

$$c_{k,d}^{(j)} = \max \left\{ \left[ o_{k,d}^{(j)} + \mu_{d}^{(j)} \kappa \right], -\lambda_k \kappa, 0 \right\} \text{sign} \left( o_{k,d}^{(j)} + \mu_{d}^{(j)} \kappa \right), \quad d = 1, \ldots, D_y \quad (10b)$$

$$\mu^{(j)} = \mu^{(j-1)} + \kappa (o_k^{(j)} - c_k^{(j)}) \quad \text{. (10c)}$$

After $J$ iterations, set $\hat{o}_k = o_k^{(J)}$. Global convergence of the iterates $o_k^{(j)}$ to the solution of (6) is guaranteed as $J \to \infty$ from the results in [2, p. 256]. As with CD, a fixed small $J$ suffices in practice. Note also that the matrix $R_k^{-1}$ needs to be computed only once, and used throughout the iterations.

D. Parameter Selection

Successful performance of OR-RLS hinges on proper selection of the sparsity-enforcing coefficients $\lambda_k$ in (8) and (10). Too large a $\lambda_k$ brings OR-RLS back to the ordinary RLS, while too small a $\lambda_k$ creates many spurious outliers and degrades OR-RLS performance. Suppose that $\lambda_k$ is constant with respect to $k$; that is, let $\lambda_k = \lambda_y$ for all $k \geq 1$. 

November 18, 2011
Judicious tuning of $\lambda_y$ has been investigated for robust batch linear regression estimators, and two criteria to optimally select $\lambda_y$ can be found in [6], [7]. However, none of these algorithms can be run online. As a remedy, it is recommended to select $\lambda_y$ during the initialization (batch) phase of OR-RLS, and retain its value for all future time instants. OR-RLS initialization is carried out by solving using SeDuMi the offline benchmark for $k_0$ up to $k_0$: 

$$[\hat{x}_{k_0}, \hat{o}_{1:k_0}] = \arg \min_{x_{k_0}, o_{1:k_0}} \sum_{i=1}^{k_0} \beta^{k_0-i} \left[ \frac{1}{2} \|y_i - H_i x_{k_0} - o_i\|_R^{-1} + \lambda_y \|o_i\|_1 \right].$$

(11)

At time $k_0$ either one of the two criteria in [6] is applied to (11) to find the “best” $\lambda_y$. Using this $\lambda_y$, problem (11) is solved to obtain the initial $\hat{x}_{k_0}$. Then, one proceeds to time $k_0 + 1$ and runs the OR-RLS algorithm as detailed in the previous subsections. Table I provides a summary of OR-RLS.

IV. CONVERGENCE ANALYSIS

For the stationary setup, almost sure convergence of OR-RLS to the true $x_o$ is established in this section under ergodicity conditions on the regressors, nominal noise, and outlier vectors. The following assumptions are needed to this end:

(as1) The true parameter vector, denoted as $x_o$, is time invariant $\forall k$.

(as2) Three ergodicity conditions hold:

$$\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} H_i R_k^{-1} H_i^T = R_{\infty} > 0, \quad \text{(w.p.1)}$$

(12a)

$$\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} H_i^T R_k^{-1} v_i = r_{\infty}^{Hv}, \quad \text{(w.p.1)}$$

(12b)

$$\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} H_i^T R_k^{-1} o_i = r_{\infty}^{Ho}, \quad \text{(w.p.1)}.$$ 

(12c)

If the random vectors $v_i$, $o_i$, and $h_i$ are mixing, which is the case for most stationary processes with vanishing memory in practice, then (12) is satisfied. Since $H_i$ is uncorrelated with $v_i$ which is zero-mean, it follows readily that $r_{\infty}^{Hv} = 0$.

(as3) Regressors $\{h_i\}$ are zero-mean and uncorrelated with outliers $\{o_i\}$, which implies that $r_{\infty}^{Ho} = 0$.

Since the true $x_o$ is constant, the forgetting factor is set to $\beta = 1$. The OR-RLS algorithm is also slightly modified to facilitate convergence analysis. Specifically, for $k$ values exceeding a finite value $k_1$, the estimated outlier vector $o_k$ is deterministically set to zero. This can be achieved by selecting (cf. [6])

$$\lambda_k = \lambda_y, \quad k = k_0 + 1, \ldots, k_1, \quad \lambda_k = \max \left( \lambda_{k-1}, \|R_k^{-1}(y_k - H_k \hat{x}_{k-1})\|_\infty \right), \quad k > k_1.$$ 

(13)
Note that the OR-RLS estimate is the minimizer of $J(x_k, \hat{o}_{1,k})$ w.r.t. $x_k$ with $J(\cdot)$ defined by (2), and $\hat{o}_{1,k}$ obtained from (6) with $\lambda_k$ as in (13). It then follows from (as1)-(as3) that

$$\lim_{k \to \infty} \frac{J(x_k, \hat{o}_{1,k})}{k} = \frac{1}{2} x^T R_{\infty} x - x^T \left( R_{\infty} x_0 + R_{\infty}^{hv} + R_{\infty}^{ho} \right)$$

$$+ \lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} \hat{o}_i^T R_i^{-1} H_i x, \quad (\text{w.p.} 1) \quad (14a)$$

$$= \frac{1}{2} x^T R_{\infty} x - x^T R_{\infty} x_0, \quad (\text{w.p.} 1). \quad (14b)$$

The last term in (14a) becomes zero because $\hat{o}_i = 0 \ \forall \ k > k_1$, and hence the summation assumes a finite value. Setting the gradient of (14b) equal to zero yields $x = x_{\circ}$, which means that the true $x_{\circ}$ is recovered asymptotically. These arguments establish the following result.

**Proposition 1.** Under (as1)-(as3), the modified OR-RLS iterates converge almost surely to the true $x_{\circ}$. The key observation in the convergence analysis is that even ordinary RLS asymptotically converges to the true $x_{\circ}$. Therefore, one can ensure convergence by making OR-RLS behave like ordinary RLS asymptotically. The intuition behind asymptotic convergence of the ordinary RLS lies with the observation that outliers can be seen as an additional nominal noise contaminating the measurements. Therefore, outlier contaminated measurements can be seen as non-contaminated ones, but with larger nominal noise variance. Furthermore, (as3) ensures that no bias appears asymptotically. Hence, when infinitely many measurements are collected, the true $x_{\circ}$ is recovered.

Both RLS and OR-RLS converge almost surely to the true $x_{\circ}$. However, the finite-sample performance of the two algorithms is drastically different. Unlike RLS, OR-RLS maintains satisfactory performance even for a small finite $k$. Simulations will demonstrate the superior performance of OR-RLS compared to RLS and two robust RLS alternatives.

### V. Simulations

A setup with $D_x = 20$ and $D_y = 10$ is tested. In the stationary case, $x_k = x_{\circ}, \ \forall \ k$ is selected as the all-one vector, with zero-mean, unit-variance, Gaussian noise added. Entries of the regressor matrix $H_k$ are chosen as zero-mean, white, Gaussian distributed random variables with variance $\sigma_h^2$ scaled to achieve an SNR $= 2D_x \sigma_h^2 = 2$. Per time step $k$, ambient zero-mean, colored, Gaussian noise $v_k$ is simulated as the output of a first-order auto-regressive (AR) filter with pole at 0.95 to a unit variance white Gaussian input. Vectors $v_k$ are uncorrelated across $k$. Measurements are also contaminated by impulsive noise, which generates outliers. When an outlier occurs, which has a 20% chance of happening, the corresponding observation is drawn from a uniform distribution independent of all other variables with
variance equal to 20,000. The way outliers are generated differs from the model assumed in (1). This serves to signify the universality of the proposed algorithm as it demonstrates its operability even when the outliers are generated differently than modeled. The root mean-square error \( \text{RMSE} := \| \hat{x}_k - x_k \|_2 \) is used as performance metric. Furthermore, \( k_0 = 20 \) and \( k \) ranges from 1 to 1,000. It is assumed that the percentage of outliers is known to all estimators. OR-RLS utilizes this knowledge by using the corresponding criterion from [6] to tune the parameter \( \lambda_y \).

A. Stationary Scenario

Fig. 1 depicts RMSE versus time for a sample realization. RLS is initialized with the batch LS solution. It can be seen that RLS performs poorly, while OR-RLS performs satisfactorily. Initialization with the batch offline estimator in (4) clearly improves the accuracy of OR-RLS. Different renditions of OR-RLS, which result from the way (6) is solved, are also compared. The best performance is obtained when (6) is solved exactly using SeDuMi. To assess performance of the low-complexity CD-based solver, the RMSE is depicted for 10, 20, 50 and 100 iterations. With 100 CD iterations the performance of OR-RLS comes very close to the SeDuMi based one. Likewise, with 100 AD-MoM iterations, estimation performance comes close to that of SeDuMi as can be verified from Fig. 2.

OR-RLS with 100 CD iterations is compared against the robust RLS algorithm of [12], dubbed R-RLS1, and that of [3], dubbed R-RLS2, in Figs. 3 and 4, respectively. Both of these approaches are proposed for white ambient noise, and do not take noise correlations into account. While one can pre-whiten the data by multiplying with \( R_k^{-1} \) and then apply R-RLS1 or R-RLS2, this spreads the outliers to all non-contaminated measurements and the resulting performance is as bad as that of RLS. Simulations suggested that the preferred option is to ignore noise correlations which prevents outliers from spreading. This case has been considered in the simulations. To initialize R-RLS1 and R-RLS2 from \( k = 1 \) up to \( k = k_0 = 20 \), two different approaches are tested: i) solving the batch Huber cost via iteratively re-weighted LS (IRLS); and ii) starting from the all-zero initialization, and then running R-RLS1 or R-RLS2. The performance of R-RLS1 is depicted in Fig. 3. While better than RLS, R-RLS1 is outperformed by OR-RLS because R-RLS1 does not account for noise correlations. The two initializations perform similarly. Fig. 4 depicts the performance of R-RLS2 versus OR-RLS. Huber initialization provides a considerable improvement in this case, but still OR-RLS exhibits a noticeable improvement over R-RLS2.
B. Non-Stationary Scenario

For the non-stationary case, all parameters including $x_1$ are selected similar to the stationary case. To obtain $x_2$, each entry of $x_1$ is passed through a first-order AR filter with pole at 0.95 and zero-mean, unit-variance Gaussian noise input. This procedure is repeated for $k > 2$ to obtain a slow-varying $x_k$. Figs. 5 and 6 depict the RMSE of OR-RLS versus RLS, R-RLS1 of [12], and R-RLS2 of [3]. It can be seen that OR-RLS markedly outperforms all three alternatives.

VI. Conclusions and Current Research

A robust RLS algorithm was developed capable of simultaneously handling measurement outliers and accounting for possibly correlated nominal noise. To achieve these desirable properties, outliers were treated as nuisance variables and were estimated jointly with the parameter vector of interest. Identifiability was ensured by regularizing the LS cost with the $\ell_1$-norm of the outlier variables. The resulting optimization problem, dubbed as offline benchmark, was too complex to be solved per time step. For low-complexity implementation, a sub-optimal online algorithm was developed which involved only simple closed-form updates per time step. Initialization with the offline benchmark followed by online updates was advocated as the OR-RLS algorithm of choice in practice. Numerical tests demonstrated improved performance of OR-RLS compared to RLS and state-of-the-art robust RLS renditions.

Current research focuses on robust online estimation of dynamical processes adhering to a Gauss-Markov model, which in addition to slow parameter changes that can be followed by OR-RLS, enables tracking of fast-varying parameters too. Preliminary results in this direction can be found in [6].
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Table I. OR-RLS Algorithm

| Initialization. Collect measurements $y_k$ for $k = 1, \ldots, k_0$. Solve (11) to obtain $\hat{x}_{k_0}$. Use either of the two methods in [6] to determine the best $\lambda_k = \lambda_y$, $\forall k$. 
| Repeat for $k \geq k_0 + 1$
| Solve (6) to obtain $\hat{o}_k$. Use CD iterations in (9) or AD-MoM iterations in (10). 
| Run RLS in (3) for the outlier compensated measurements $y_k - \hat{o}_k$ to obtain $\hat{x}_k$. 

End for


Fig. 1: Learning curves of OR-RLS and its CD-based implementation.

Fig. 2: Learning curves of OR-RLS and its AD-MoM based implementation.
Fig. 3: Comparison between R-RLS1 in [12] and OR-RLS in a stationary setup.

Fig. 4: Comparison between R-RLS2 in [3] and OR-RLS in a stationary setup.

Fig. 5: Comparison between R-RLS1 in [12] and OR-RLS in a non-stationary setting.

Fig. 6: Comparison between R-RLS2 in [3] and OR-RLS in a non-stationary setting.