CIS680: Vision & Learning
Assignment 3: Deep Generative Models
Due: Dec. 12, 2017 at 11:59 pm

Instructions

• This is a Group assignment. You should team up with the same teammate(s) as the final project. One group turns in exactly one copy of the report and code to avoid confusion. Include all the names of team members at the beginning of the report.

• This assignment compliments the final project. Both will contribute to your final grade. You should finish at least any one part of this assignment no matter how big your final project is. The guideline is that most people should be fine only implementing one question, but if your project is smaller in scale, you will need more.

• There is no single answer to most problems in deep learning, therefore the questions will often be underspecified. You need to fill in the blanks and submit a solution that solves the (practical) problem. Document the choices (hyperparameters, features, neural network architectures, etc.) you made in the write-up.

• The assignment will describe the task on a high level. You are supposed to find out how to complete the assignment in the programming framework of your choice. While the text of the assignment should be sufficient to understand the task, you are welcome to read the references that will describe the used concepts in more detail.

• All the code should be written in Python. You should use either Tensorflow or PyTorch to complete this homework.

• You must submit your solutions online on Canvas. You should submit one folder for each part. Submit your code compressed into a single ZIP file named “<penn_key>.zip”. Jupyter notebooks are acceptable. Submit your PDF report to a separate assignment called ”HW3 PDF Submission”. Note that you should include all results (answers, figures) in your report.
Overview

This homework aims at implementing, analyzing, and training deep generative models. Explicit and implicit generative models were traditionally important for unsupervised learning and representation learning. Recently, the demonstrated ability to generate very convincing high-resolution images [7, 13] led to excitement in various application areas, as graphics [18], generative design and even the emerging movement of neural art [3]. In this assignment, you will implement the two most commonly used classes of deep generative models, Variational Autoencoders (VAEs) and generative adversarial networks (GANs). Unlike previous assignments where architectures are specified, you have design or find the architectures for this assignment on your own.

This homework consists of three parts.

1. Implement and analyze Variational Autoencoders (VAEs) [14].
2. Implement and analyze generative adversarial networks (GANs) [9].
3. Implement and play with image-to-image translation (pix2pix) [12].

Datasets

We mainly use two datasets in this assignment: CUHK Face Sketch Database (CUFS) [4] and Large-scale CelebFaces Attributes (CelebA) [1] Datasets.

CUFS serves as a testbed where you can experiment with your architectures. You will evaluate your network on CelebA after you are sure that you know how it behaves.

For both datasets, we provide processed images on the course website. All images are cropped and resized to 64 × 64.

The images from the datasets are shown in Fig. 1.

General Guidelines for Architecture Design

As described in the Overview, you will design your own architectures in this assignment. Here are some guidelines as a starting point:

- Always normalize the images so that their values are ∈ [−1, 1] unless specified otherwise.
• It is better to set the numbers of channels as powers of 2.
• Use batch normalization after each convolutional layer.
• When building encoders, use convolutional layers with kernel size 3 and stride 2 as downsampling. Double the number of channels right before downsampling.
• When building decoders, use transpose convolutional layers or resize the activation maps as upsampling. Halve the number of channels after upsampling.

In Tensorflow, use functions such as tf.nn.conv2d_transpose() or tf.image.resize_nearest_neighbor()
• When building generators, use regular ReLU activations except for the last layer with Tanh activations.
• When building discriminators, use leaky ReLU ($\alpha = 0.2$) activations.
• Use Adam optimizer with $\beta_1 = 0.5$. Start with learning rates between $10^{-3}$ and $10^{-4}$.
• Train models with 2,000 to 5,000 iterations. Set the batch size as 50 or 64, up to 128, depending on which dataset you use.
• Use a narrow network (number of channels $\leq 128$) for the CUFS dataset and enlarge it (number of channels $\leq 1024$) for the CelebA dataset.

Note that these guidelines mainly serve as a starting point for your architecture design. You are free to (and need to) explore the architectures and hyper-parameters.
Variational Autoencoders (35%)

Variational Autoencoder (VAE) is a latent variable model that allows to learn generative models of complex distributions (such as images) with high accuracy. We encourage you to read at least one of the two papers [14, 21]. You can also take a look at the more easily digestible tutorial by Carl Doertsch [8].

While VAE takes the form of an autoencoder, the two models have completely different objectives and use cases. Autoencoders [11] compress the data and are used for representation learning. VAEs learn the probability distribution of the data and can be used to generate novel samples from this distribution, something that is considerably more complicated with vanilla autoencoders.

In this part, we start with building a Autoencoder and then transform it into a VAE. Finally we conduct analysis of VAE behaviour.

1. (5%) Build an autoencoder with the design guidelines. You can start with latent dimensionality of 64 channels. Train it with $L_2$ reconstruction loss using the training set of CUFS.

   Plot the loss over training iterations. Visualize a couple of reconstructions of the training sketches every 1,000 iterations.

   Show several reconstructions of the testing sketches.

2. (20%) Build a VAE as shown in Fig. 2 Left.
More specifically, the encoder outputs a 128-d vector, which contains 64-d of means and variances each. Sample $z$ from Gaussian distributions of the output means and variances. Decode $z$ using the decoder. To make the variances $\sigma$ the network outputs positive, you should output $\log \sigma$ instead of $\sigma$ from the encoder. You will likely have to modify the loss to work with $\log \sigma$ as exponent followed by logarithm can lead to numerical instability.

To simplify the problem, normalize the input images so that the values are $\in [0,1]$. Correspondingly, use Sigmoid activations in the output layer of the decoder.

The two losses are 1) posterior likelihood and 2) KL divergence.

Marginal likelihood can be computed as

$$\mathcal{L}_{ML} = -\frac{1}{n} \sum_{i}^{n} \left( X_i \log(f(z_i)) + (1 - X_i) \log(1 - f(z_i)) \right),$$

where $X$ is the input image, $f(z)$ is the reconstruction, and $n$ is the batch size.

The other loss is KL divergence between $\mathcal{N}(\mu, \Sigma)$ and $\mathcal{N}(0, I)$, or

$$\mathcal{L}_{KL} = \frac{1}{2n} \sum_{i}^{n} \left( \mu_i^2 + \sigma_i^2 - \log(\sigma_i^2) - 1 \right),$$

where $\mu$ and $\sigma$ are the outputs from the encoder.

Train the VAE on the training set of CUFS. Note that depending on your setup, you might need to balance the losses with a hand-tuned constant.

Plot the loss over training iterations. Visualize a couple of reconstructions of the training sketches every 1,000 iterations.

Show several reconstructions of the testing sketches and the ones from random sampled $z$.

3. (10%) In this question, you can either

- Improve the VAE by adding regularization, adding noise, or any other methods.
- Visualize and analyze the learned manifold. For example, compute $z$’s from two images and show a series of reconstructions of the combinations of $z$’s.
- Train a larger VAE on the CelebA dataset.

Finishing multiple points warrants extra credits or can be used as a substitution for later questions.
2 Generative Adversarial Networks (35%)

Generative adversarial networks (GANs) [9] learn an implicit generative models of images via an adversarial process, in which two models are trained simultaneously. The generative model G produces images given noise, and the discriminative model D estimates the boundary between the samples from training data and generated by G. The network G tries to move the generated images closer to the boundary defined by D, which creates the adversarial game.

In this part, you will first build a basic version of GANs that is suitable for modeling natural images, deep convolutional generative adversarial networks (DCGANs) [20]. After that, you will need to implement an improved GAN of your choice.

1. (10%) We encourage you to read [20] before starting this part.

Build a generator G and a discriminator D by following the design guidelines. You may use 100-d $z$ as a starting point.

The loss for the discriminator D is

$$L_D = -\frac{1}{2n} \sum_i (\log D(X_i) + \log(1 - D(G(X_i)))),$$

where $D$ and $G$ denote the discriminator and generator, respectively.

The loss of the generator G is

$$L_G = -\frac{1}{n} \sum_i \log D(G(X_i)).$$

Train the DCGAN on the CUFS training set. Plot the losses over training iterations. Visualize a couple of generated images every 1,000 iterations.

Show several generated sketches from random sampled $z$. State your observation and explain the reason behind it.

2. (10%) Following the previous question, train a larger DCGAN on the CelebA dataset.

Plot the losses over training iterations. Visualize a couple of generated images every 1,000 iterations.

Show several generated sketches from random sampled $z$. Check if the problem in the previous question still exists or not. Explain the reason.
3. (15%) In this question, you are asked to implement a variant of GANs and demonstrate it on the CUFS or CelebA dataset of your choice.

Some candidates are as follows:

- Conditional GAN [16] where additional inputs are added to both G and D. For example, you can use the attributes in CelebA dataset to control the attributes of generated images.
- Spectral Normalization [17] is a normalization method designed to constrain the lipschitz constant of the discriminator mapping.
- Variational Discriminator Bottleneck [19] is a method of stabilizing the discriminator training by using the Information Bottleneck principle. While the theory of the method is somewhat involved, the implementation is relatively straightforward.
- Improved GAN [22]. From here, you can take feature matching or minibatch discrimination, which are used prevent mode collapse.
- Wasserstein GAN [5], which uses a loss based on the earth-mover distance.
- Energy-based GAN [23], where autoencoders are used to model the discriminator.
- Any other GAN variation, such as LSGAN [15], WGAN-GP [10], BEGAN [6], or anything else you can find.

You only need to implement the main proposed technique (or one of the proposed techniques) of the paper.

Plot the losses over training iterations. Visualize a couple of generated images every 1,000 iterations. Show several generated sketches from random sampled $z$.

We might give extra credits if your implementation performs exceptionally well.

3 Image-to-Image Translation (30%)

In this part, you will implement image-to-image translation as per Isola et. al. [12]. We encourage you to read the paper before starting this part.

You should download the CUFS dataset form the website [4]. They provide three sets of photo-sketch dataset, i.e., CUHK student data set, AR data set, and XM2GTS data set.
1. (20%) Build a pix2pix model as shown in Fig. 3.

The generator G architecture is roughly a decoder followed by an encoder. In the middle layer of G, add a dropout layer.

The loss of G consists of the original adversarial loss and L1 loss. We recommend to weight the L1 loss 10 times more than the adversarial loss as a starting point.

The discriminator D can be constructed using a decoder where the output resolution is e.g. 4 × 4. The loss of D is similar to the one in part 2 except that now it is a pixel-wise cross-entropy loss. Because of this, no part of the network observes the whole generated image. This type of discriminator is called PatchGAN.

- Train the network with only G in the photo-to-sketch direction, i.e., input photos and output sketches.
- Train the network completely with D and G in the photo-to-sketch direction.
- Train the network completely with D and G in the sketch-to-photo direction.
- (Extra) Construct G with skip connections (concatenating encoder and decoder corresponding layers’ activations). Train the network completely with D and G in the photo-to-sketch direction.

For each bold point, plot the losses over training iterations and show several input-output pairs on the test set. Compare all the results.

2. (10%) Play with the trained model.
• Take selfies of all team members’ faces and generate sketches using the trained model.
• Sketch all team members’ faces and generate photos using the trained model.
• Do anything creative [2] or play with other faces of your choice.

Note that you should align the facial landmarks and match the background to best exploit the trained model.
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